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Introduction to data screening and cleaning
Using descriptive statistics to help identify errors

A simple way of finding mis-entered scores is to perform some descriptive statistics. In R, you can use both the summary and describe commands to generate the descriptive statistics for checking e.g.
> summary(Dataset1)

>describe(Dataset1)
This example uses the data from the first column of Table 6.1 and will give you the output presented in Screenshot 1.
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Screenshot 1
We have done exactly the same with the other two columns of data from Table 6.1 and these are presented in Screenshot 2:


[image: image2.png]swmmary (Dataset2)
Min. ist Qu. Median  Mean 3rd Qu.  Max.
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describe (Datasec2)

var nmean sd median trimued nad min max range skew kurtosis  se
115 26.4 8.4 24 24.92 2.97 18 sS4 36 2.25 4.89 2.17

> sumary (Dataset3)

1
>

Min. ist Qu. Median  Mean 3rd Qu.  Max.

18.00  22.50 24.00 23.47 27.50 100.00

describe (Datasetd)

var n mean  sd median trimmed med min max range skew kurtosis  se
115 29.47 19.82 24 24.92 2.97 18 100 82 2.97 7.7 5.12




Screenshot 2
You can see in these examples that it is much easier to spot the rather high scores of 54 and 100 in datasets 2 and 3 respectively. These values might be the result of inputting errors and so you would want to go back and check these had been input correctly.

Detecting outliers in R
You can detect outliers using boxplots (as discussed in Chapter 3), and we can generate these quite simply in R using the boxplot() command e.g.
>boxplot(Dataset1)

This produces the boxplot presented in Figure 1:
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Figure 1
In this boxplot, you can see that there are no scores indicated outside the whiskers and so there are no outliers. Take a look at Figure 2 which is the boxplot produced from the ‘Dataset2’ variable (second column in Table 6.1):
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Figure 2
Here you can see that we have a score of 54 indicated by a ‘o’ on the boxplot. You would want to deal with this score in an appropriate manner as explained in Chapter 6.

You can generate a number of boxplots in the same graph very easily by including all of the variables in the brackets separated by commas e.g.

>boxplots(Dataset1, Dataset2, Dataset3)

This would provide you with the boxplots presented in Figure 3:
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Figure 3
Figure 3 shows very clearly that there is an outlier present in both datasets 1 and 3.
Missing data

Spotting missing data

When entering data into R, you should identify missing values with the letter ‘NA’. Thus for the data in Table 6.2 would look like that presented in Table 1 below:

Table 1
	<TH>Participant
	Group 1 – CFS
	Participant
	Group 2 – healthy people</TH>

	<TT>1
	15
	12
	NA

	2
	NA
	13
	13

	3
	9
	14
	11

	4
	NA
	15
	12

	5
	NA
	16
	10

	6
	14
	17
	14

	7
	15
	18
	12

	8
	NA
	19
	10

	9
	13
	20
	NA

	10
	NA
	21
	13

	11
	15
	22
	14

	
	
	23
	7</TT>


We could input the data from Group 1 above into R as follows:

>Group1CFS <-c(15, NA, 9, NA, NA, 14, 15, NA, 13, NA, 15)
When you type this in followed by just the variable name, you will see that R readily accepts the ‘NA’s as valid values (Screenshot 4):
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> Groupicrs

[1] 15 NA S NA NA 14 15 NA 13 NA 15

>





 Screenshot 4
R has a means of you identifying where there are missing values in a variable. This is the is.na() command. For example if you type:

>is.na(Group1CFS)

You will find that it generates a list containing ‘True’ or ‘False’ instead of each value of the variable. If the value states ‘True’, then that value in the variable is a missing value (see Screenshot 5):


[image: image7.png]7 Lrouplitia
[1] 15 NA S NA NA 14 15 NA 13 NA 15

> 13.na(Group1Crs)

[Il] FALSE TRUE FALSE TRUE TRUE FALSE FALSE TRUE FALSE TRUE FALSE
>




Screenshot 5
You have to be careful in R when you have missing data as commands that you use to analyse your data deal with the ‘NA’s differently. For example, as a default, the describe command simply removes all the missing values before calculating the statistics, whereas something like the mean command does not. If you type in the following in order to calculate the mean,
>mean(Group1CFS)

you will get ‘NA’ as the result meaning that it cannot calculate the mean because there are missing values. To get this command to work in this case, you need to add an argument after the variable name in the brackets e.g.

>mean(Group1CFS, na.rm=TRUE)

The na.rm=TRUE bit simply tells R to remove the missing values prior to calculation of the mean (Screenshot 6):
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Screenshot 6
The default way of dealing with missing data in R (as in SPSS) is listwise deletion. There does not appear to be a straightforward way of using mean substitution as was the case illustrated in the book with SPSS.
Normality

To check for normality in R, you can use the describe command to generate skewness and kurtosis statistics for example if you type the following in to R,
>describe(Dataset1)

you will be provided with the following output (Screenshot 7):

[image: image9.png]> describe(Datasetl)

var n mean sd median trimmed nad min mex range skew kurtosis  se
1115 24.53 3.52 24 24.542.97 18 31 13 0.1z -0.76 0.91
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Screenshot 7
You can also generate a histogram using the hist (  ) command:

<hist(Dataset1)

When you type this in, you will be presented with a histogram similar to that in Figure 4:
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Figure 4
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